Topographic Rossby Wave-modulated oscillations of dense overflows
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Key points

Baroclinic instability of dense overflows energizes coupled Topographic Rossby Waves (TRWs), which oscillate throughout the water column.

For small topographic slopes, TRWs can feed back to the outflow and instigate the formation of coherent, dense eddies.

Steep slopes can suppress the formation of TRWs and eddies, decreasing the amplitude of dense overflow variability.

Abstract

The global supply of Antarctic Bottom Water (AABW) is sourced from a handful of dense overflows. Observations from the Weddell Sea indicate that the overflow there exhibits prominent oscillations accompanied by dense eddies, while the Ross Sea overflow shows no significant oscillations other than tides, yet the genesis of these oscillations and their role in mediating AABW export remain poorly understood. Here idealized model simulations are used to investigate the
dynamics of these oscillations. It is shown that the dominant oscillations result from the formation of Topographic Rossby Waves (TRWs) associated with baroclinic instability of the dense overflow. A key finding is that the TRWs can feed back onto the dense overflow, producing coherent subsurface eddies of the same frequency. A series of sensitivity experiments reveal that these behaviors depend strongly on the local environment: steep topographic slopes suppress the baroclinic growth of TRWs, while strong downstream along-slope flows suppress the upstream propagation of TRW energy and genesis of subsurface eddies. These results explain the varying prevalence of different oscillatory phenomena observed across different dense overflow regimes.

Plain Language Summary

Antarctic Bottom Water (AABW) comprises the densest water in the major ocean basins, filling more than one-third of the ocean. AABW is sourced from dense water spilling into the deep ocean at several specific sites around the Antarctic coast, referred to as “overflows”. These overflows have been observed to coincide with energetic fluctuations of water across the Antarctic continental slope, which separates the relatively shallow waters around the Antarctic continent from the deep waters of the open ocean. However, the mechanism via which these fluctuations are generated, and their interaction with the overflows of dense waters, remain poorly understood. This study identifies a range of behaviors over the continental slope, ranging from no fluctuations at all, to wave-like fluctuations across the continental slope, to the formation of horizontal vortices. The transitions between these behaviors are shown to depend on the local environmental conditions, notably the steepness of the continental slope and the speed of the ambient flow along the continental slope. These findings are in good agreement with in-situ observations and help to explain the range of behaviors observed in overflows in nature.

1. Introduction

Antarctic Bottom Water (AABW) is the coldest, densest major water mass, filling 30-40% of
the subsurface ocean (Johnson, 2008). It originates from the dense shelf water (DSW) formed in several specific regions along the Antarctic coast – primarily in the Weddell Sea (Foldvik et al., 2004), the Ross Sea (Gordon et al., 2009), the Adelie coast (Williams et al., 2008), and Prydz Bay (Ohshima et al., 2013) – via brine rejection from sea ice growth and mixing with ice shelf meltwater. Due to its relatively high density, DSW overflows across the shelf break, descends down the continental slope and mixes with ambient waters to produce AABW (Legg et al., 2009). This process drives the lower cell of the meridional overturning circulation (Talley, 2013), and thus plays a key role in the maintenance and variability of the global ocean circulation and climate.

In situ observations show that the dense overflow in the southern Weddell Sea exhibits energetic oscillations, comprised of cold, bottom-trapped eddies (Jensen et al., 2013; Daae et al., 2019). The oscillations consist of strong tidal signals and three other subinertial frequencies with periods of ~35 hours, ~3 days and ~6 days respectively. These subinertial oscillations are associated with nearly barotropic vertical structures, and there is a tendency for shorter-period oscillations to be more energetic over the upper continental slope (Darelius et al., 2009). As shown in Fig. 1(a-b), among four sets of moorings (Fahrbach et al., 1998a-d; Fer, 2016a-e; Foldvik, 2017a-b; Woodgate et al., 2017a-b), those located over the upper slope exhibit non-tidal oscillations with a dominant period of ~35 hours in the near-bottom flows. Similar phenomena have been observed in other overflow regions, such as the Prydz Bay (Oshima et al., 2013), the Denmark Strait (Spall and Price, 1998) and the Faroe Bank Channel (Darelius et al., 2015). In contrast, the Ross Sea overflow shows no significant subtidal oscillations except for mooring EB, which shows a weak signal around a period of 35 hours, as shown in Fig. 1(c-d). Oscillations of dense overflows can potentially affect the descent rate and properties of AABW.

A number of possible explanations for the subtidal oscillations have been suggested, including baroclinic instability (Swaters, 1991; Reszka et al., 2002; Guo et al., 2014), vortex stretching (Spall and Price, 1998; Marques et al., 2014) and generation of Topographic Rossby Waves (TRWs) (Jensen et al., 2013; Marques et al., 2014; Nakayama et al., 2014). These mechanisms are not
mutually exclusive: all of them could be at work in overflows across the continental slope, e.g. the baroclinic instability takes the form of growing TRWs in the overlying water (Swaters, 1991). However, it remains unclear how the manifestation of these processes is controlled by environmental conditions, and how the resulting oscillations feed back on the export of DSW.

In this paper, we use idealized numerical simulations to investigate oscillatory phenomena
(excluding tides) occurring in different DSW export regimes. In Section 2, we formulate an idealized model to allow exploration of a wide range overflow dynamical regimes. In Section 3, we show that in a configuration representative of the southern Weddell Sea, the oscillations take the form of coupled TRWs associated with baroclinic instability of dense overflow. These TRWs lead to the formation of subsurface dense eddies in a Weddell-like, but not a Ross-like, parameter regime. We further quantify the transitions between steady, wavy and eddying regimes across a range of along-slope flow speeds and slope steepnesses. Finally, in Section 4 we discuss our findings and provide concluding remarks.

Figure 2. (a) Schematic showing the model bathymetry and overflow, with continental slope steepness \( s = \tan{\alpha} \). The grey shading indicates an instantaneous snapshot of a 3D density surface, representing the upper boundary of the dense shelf water overflow; (b) Initial potential density and buoyancy frequency profiles. The green line indicates the nominal pycnocline depth.

2. Model configuration

The model we use is the Regional Ocean Modeling System (ROMS), selected for its fidelity in representing oceanic flows over steep slopes (Shchepetkin and McWilliams, 2003; Ilicak et al., 2012). For clarity and generality, we use a model domain with idealized bathymetry, as shown in Fig. 2(a). In our reference simulation, the model domain (600 x 250 km) consists of a 500m-deep trough at the southern boundary, connected via a linear slope (with slope angle \( s = 1/15 \)) to a flat
abyssal ocean of 2500m depth. This slope angle has been selected to approximate the upper continental slope in the Weddell Sea. The model is eddy resolving, having a horizontal resolution of 0.5km (Stewart and Thompson, 2015) near the trough region, stretching to 2km near the offshore boundary. The vertical discretization uses 60 topography-following levels with increased resolution close to the sea floor (~5m over the upper slope, where the typical overflow thickness is over 100m). The initial stratification is adapted from in situ observations in the Ross Sea (Station 47, Gordon et al., 2009), with relatively strong stratification in the upper 150m and a weaker, approximately constant stratification ($N \approx 6 \times 10^{-4} \text{ s}^{-2}$) below (Fig. 2(b)). A constant Coriolis parameter of $f = -1.38 \times 10^{-4} \text{ (72°S)}$ is used throughout the model domain.

An inflow of DSW with uniform potential temperature (-1.8°C) and salinity (34.8 psu) (Gordon et al., 2009) is prescribed at the southern end of the trough. To ensure that the structure of the inflow changes as little as possible within the trough, we follow the geostrophic inflow prescription of Legg et al. (2006). The inflow then has its maximum thickness (150 m) and velocity (~0.4 m/s) at the left-hand wall (looking northward), and the thickness decays exponentially with a length scale of deformation radius (~5 km, Fig. 2(a)). The dense inflow flux is around 0.2Sv, which is relatively small compared to the observed Ross Sea overflow (~0.8Sv, Gordon et al., 2009) and Weddell Sea overflow (1.6±0.5Sv, Foldvik et al., 2004), but not unreasonable considering that this is a highly idealized model of dense water formation. To track the DSW plume, we inject a passive tracer with initial concentration of 1 kg/m³ with the dense inflowing water. In the reference simulation there is no other forcing: the eastern, western and northern boundaries all use radiation conditions. We also run simulations to investigate the impact of an imposed along-slope flow, representing the presence of the Antarctic Slope Current, with a barotropic flow prescribed at both eastern and western boundaries. All simulations are integrated until steady state is reached, as indicated by steady oscillations in the model state variables, which typically occurs after ~30 days. We then analyze the last ~10 days of integration using hourly-averaged model output.
3. Results

The phenomenology of the overflow in our reference simulation is illustrated in Fig. 3(a-c). The dense inflow moves northward through the trough, then begins to flow downslope while turning left under the influence of the Coriolis force. Over the slope the overflow interacts with the overlying waters, producing wave-like westward-propagating oscillations throughout the water column. Associated with the negative phase of these oscillations are strong patches of negative vorticity, corresponding to areas of higher depth-integrated tracer concentration near the coast, suggesting the existence of dense eddies. All of these are consistent with in-situ observations in the Weddell Sea (Darelius et al., 2009; Jensen et al., 2013; Daae et al., 2019). When a westward background flow of 6 cm/s is prescribed (Fig. 3(d-f)), the oscillations become much weaker and the dense eddies disappear. When the slope steepness is doubled (Fig. 3(g-i)), the oscillations are no longer evident and the overflow forms an approximately steady westward current confined to the slope, which is consistent with in-situ observations in the Ross Sea overflow (Fig. 1(c-d)). The strong influence of background flow and topography on the overflow oscillations can also be clearly seen in Fig. 3(j). In the following subsections we separately analyze the simulated TRWs and cyclonic eddies, and characterize the overflow oscillations across a range of slope steepnesses and background flows.
Figure 3. Diagnostics from three simulations, illustrating the effects of background along-slope flow and varying slope steepness. (a) Snapshot of normalized vertical relative vorticity ($\zeta/|f|$) anomaly (relative to a 6-cycle time average) at 300m depth. Gray contours indicate the bathymetry. The green line indicates the location of the vertical profile shown in panel (c), and the red star indicates the location used to diagnose the simulated TRW properties. The dashed blue circle indicates the generation site of the subsurface eddies; (b) Depth-integrated tracer concentration corresponding to panel (a); (c) Cross-slope/vertical distribution of eddy kinetic energy across the section indicated by the green line in panel (a). Contours show surface-referenced potential density; (d-f) As panels (a-c), but for a simulation with a westward background flow of 6 cm/s near the coast that decreases linearly to zero at the northern boundary (indicated by arrows at the eastern boundary in panel (d)); (g-i) As panels (a-c), but for a simulation with a steeper slope of $s = 2/15$; (j) Time series of westward tracer flux, integrated across the cross-slope/depth section 25km downstream from the trough (green dashed lines shown in panels a, d, and g).
3.1 Coupled TRWs associated with baroclinic instability

Previous studies based on numerical simulations (Marques et al., 2014; Nakayama et al., 2014) and observations (e.g. Jensen et al., 2013) have identified the oscillations associated with dense overflows as TRWs. Motivated by these studies, we first examine whether the simulated oscillations satisfy the linear TRW theory (Pedlosky, 1987; Zhao et al., 2018). For simplicity, we assume a constant stratification \( N_0 (6 \times 10^{-4} \text{s}^{-2}) \), and treat \( z = -150 \text{m} \) as a rigid lid. Then the dispersion relationship for plane TRWs in the presence of a uniform background flow \( (U) \) (Pedlosky, 1987) can be expressed as

\[
\omega = Uk + \frac{N_0sk}{K \tanh \left( \frac{N_0K}{f_0 - H} \right)}
\]  

(1)

where \( H \) is the water column thickness (below 150m depth) and \( K = k \) (we assume meridional wavenumber \( l = 0 \)). The group velocity of the waves is given by \( c_g = \partial \omega / \partial k \).

To diagnose the properties of the simulated waves, we choose a location indicated by the red star in Fig. 3(a), which lies in the middle of the slope and 25km downstream of the trough, where the waves have reached a relatively mature state. We estimate the wave frequency by Fourier spectral analysis and compare it to that predicted by Equation (1), using \( N_0 = 6 \times 10^{-4} \text{s}^{-2}, s = 1/15, k = -1.9 \times 10^{-4} \text{m}^{-1}, f = -1.38 \times 10^{-4}, H = 1350 \text{m}, U = 0 \text{cm/s} \). Here we obtain the zonal wavenumber \( k \) directly from the model output, by computing the time-averaged distance between the nearest wave peak and trough of the meridional velocity. For these parameters, Equation (1) predicts an oscillation period of \( \sim 35 \text{h} \), which is close to that diagnosed from our simulation (\( \sim 38 \text{h}, \) Fig. 3(j), red curve) and to the observation (\( \sim 35 \text{h} \)) in the Weddell Sea. Based on this and our sensitivity experiments (see Section 3.3), we conclude that the waves approximately satisfy the TRW theory. Using the same parameters, the group velocity of TRWs is positive (13 cm/s), indicating eastward wave energy propagation (Jensen et al., 2013; Marques et al., 2014). This explains the presence of the wave signals upstream of the trough (Fig. 1(b) and Fig. 3(a)).
The TRWs ultimately source their energy from the DSW overflow, i.e. from the release of potential energy as the dense water descends the slope. Given that the resulting flows are approximately geostrophic, this suggests that baroclinic instability of the DSW may be responsible for generating the TRWs (Pedlosky 1987). We therefore interpret the genesis of the TRWs using theory of Swaters (1991), which describes the linear baroclinic instability of a dense fluid layer on a bathymetric slope, underlying a quasi-geostrophic ambient fluid of lighter density. This theory suggests that the instability takes the form of growing waves in the DSW layer that are coupled to growing TRWs in the overlying fluid. A necessary condition for baroclinic instability to occur is that the slope ratio ($\delta$) between isopycnal slope ($s_p$) and topographic slope ($s$) is larger than one, i.e. $\delta = \frac{s_p}{s} > 1$ (Swaters, 1991; Isachsen 2015). Figs. 4(a-b) show that this condition is satisfied in both our reference simulation and in the case with a topographic slope of $s = 2/15$. In contrast, the $s = 2/15$ simulation exhibits negligible oscillations in the along-slope DSW transport, with the dense overflows taking the form of steady along-slope flow instead (Fig. 3(g-j)), indicating that the instability has been suppressed.

To assess whether the TRWs are indeed generated via baroclinic instabilities, we formulate a budget for the eddy kinetic energy (EKE) (Gula et al., 2016; Stewart and Thompson, 2016):

$$\frac{\partial}{\partial t} \text{EKE} = -\nabla \cdot T_{eke} + (\text{MKE} \to \text{EKE}) + (\text{PE} \to \text{EKE}) + \text{Dissipation}, \quad (2)$$

$$\text{EKE} = \frac{1}{2}(u'^2 + v'^2), \quad (3)$$

$$T_{eke} = \frac{1}{2}(\mathbf{u}_h \cdot \mathbf{u}) + \frac{1}{\rho_0}(\mathbf{u}' \cdot \mathbf{p}'), \quad (4)$$

$$\text{MKE} \to \text{EKE} = -\mathbf{u}_h' \cdot (\mathbf{u}' \cdot \nabla)\mathbf{u}_h, \quad (5)$$

$$\text{PE} \to \text{EKE} = \mathbf{w}' \cdot \mathbf{b}'. \quad (6)$$

Here $\mathbf{u}_h = (u, v)$, $\mathbf{u} = (u, v, w)$, $b = -\frac{\rho_0}{\rho} \cdot p$ is pressure, the overbar indicates a time average over 6 wave periods, and the prime denotes perturbations from the mean. Note that, by this definition,
the EKE quantifies the energy associated with all deviations from the mean over several wave periods, which includes both the nonlinear eddies (when they are present) and the TRWs. The underbraces in equation (2) identify three energy tendency terms, due to energy flux convergence (this will be used in section 3.2), barotropic conversion from the mean flow, and baroclinic production, respectively. Diagnostics of these terms from our simulations show that the baroclinic and barotropic energy conversions are both negligibly small for steep slope case (Fig. 4(b-c)), consistent with the approximate absence of TRWs. In the reference case EKE is produced over the continental slope via both baroclinic and barotropic conversions (Fig. 4(e-f)), but baroclinic conversion dominates (volume integrals yield $-2.2 \times 10^7 J/s$ and $9.2 \times 10^7 J/s$ for barotropic and baroclinic conversions respectively). These diagnostics support our characterization of the waves in our simulations are coupled TRWs associated with baroclinic instability of the dense overflow. In Sec. 3.3 we posit an alternative explanation for the suppression of TRWs for steep bathymetric slopes based on our sensitivity experiments.
Figure 4. Topographic effect on energy conversion. Left side panels correspond to an experiment with slope angle of \( s = 2/15 \), and right-side panels correspond to our reference experiment. Contours indicate bathymetric depths in meters. (a,d) Slope ratio between the isopycnal 1027.86 kg/m³ (approximately the upper boundary of the dense overflow) and the bathymetry; (b,e) Depth-integrated PE to EKE conversion; (c,f) Depth-integrated MKE to EKE conversion.

3.2 Genesis of subsurface eddies

As shown in Figs. 3(a) and 3(c), on the upper continental slope the negative vorticity may become sufficiently nonlinear to form subsurface (below the pycnocline), coherent, cyclonic eddies. These eddies have the same frequency as the TRWs, and originate from the trough mouth region (blue dashed circle in Fig. 3(a)). A distinguishing feature of coherent eddies is their ability to transfer material within their cores (Haller 2015), in contrast to the rectified Lagrangian transport that occurs due to weakly nonlinear Rossby waves (e.g. Marshall et al. 2013). We illustrate the coherence of the simulated eddies via a deployment of numerical Lagrangian floats at 300m depth.
in our reference simulation, as shown in Fig. 5. This experiment shows that the stronger patches of negative vorticity near the coast (located at \( y \lesssim 35 \text{ km} \)) can “trap” the floats and convey them westward within the eddy cores, indicating that these features are cyclonic coherent eddies. In contrast, the broad patches of positive vorticity and the alternating structures further offshore do not trap the floats, suggesting that these are quasi-linear TRWs.

Figure 5. Float deployment experiment to identify nonlinear eddies. The color shading is the vertical relative vorticity at 300m depth, normalized by the absolute Coriolis parameter. Contours indicate bathymetric depths in meters. (a) The geopotential floats are released on day 31 at 300m depth; (b) The relative vorticity and distribution of the floats after four days.

Genesis of eddies in oceanic overflows has previously been found in laboratory experiments (Lane-Serff and Baines, 1998), in observations in the North Atlantic dense overflow (Spall and Price, 1998; von Appen et al., 2014) and in numerical simulations (Wang et al., 2009; Nakayama et al., 2014). Previous explanations for their formation have invoked vortex stretching (Lane-Serff
and Baines, 1998; Spall and Price, 1998). However, the period predicted by the vortex stretching theory is around 3 days in the Weddell Sea (Darelius et al., 2009), which is not consistent with the observed ~35h period. Here we propose that the genesis of the subsurface eddies is primarily a result of the nonlinear interaction between the TRWs and the overflow.

To identify the formation mechanism of the nonlinear eddies, we again utilize the EKE budget (Eqs. (2)-(6)). In Fig. 6 we plot spatial variations of the depth-integrated energy tendency terms specified in equation (2) in the vicinity of the trough mouth. The blue dashed circle in Fig. 6(a-d) approximately identifies the formation site of the subsurface eddies. In this region both the barotropic and baroclinic energy conversions are relatively weak (volume integrals yield $-1.6 \times 10^5 J/s$ and $4.7 \times 10^5 J/s$, respectively). In contrast, there is substantial energy convergence ($1.4 \times 10^6 J/s$) here (Stewart and Thompson, 2016), which supplies the energy required to form the eddies. This suggests that the eastward transfer of energy by TRWs converges at the mouth of the trough, energizing perturbations in the dense outflow to the extent that they form nonlinear eddies. Note, however, that downstream of this formation site the eddies continue to grow, supported primarily by baroclinic energy production (Fig. 6(a-b)).
Figure 6. (a-b) Time-mean (over 6 TRW periods), depth-integrated energy conversions from MKE and PE to EKE, respectively; (c) The convergence of depth-integrated horizontal energy transport. The arrows indicate the direction of the depth-integrated energy transport (\(T_{\text{a,c}}\)); (d) Total energy conversion ((a) + (b) + (c)). Contours indicate bathymetric depths in meters.

This mechanism is further supported by Fig. 7, which provides a process view of the formation of nonlinear eddies over a full TRW period: The outflow of DSW induces a background cyclonic motion in the overlying water at the trough mouth (Fig. 7a, Morrison et al., 2020). Due to the eastward propagation of energy, the TRW has a prominent signature even east of the trough mouth, and east of the regions in which EKE is produced (Fig. 6). The TRW has both cyclonic and anticyclonic phases that transit westward past the mouth of the trough. Fig. 7(b-e) show that as the cyclonic phase of the TRW approaches the western side of the trough mouth, it reinforces the background cyclonic motion and induces offshore motion that draws the fluid out onto the slope. The resulting vortex stretching (Lane-Serff and Baines, 1998) also leads to an intensification of the cyclonic relative vorticity in the overlying water leaving the trough mouth, and thus a nonlinear cyclonic eddy is formed. In contrast, as the anticyclonic phase of the TRW approaches the trough mouth, it is against the background cyclonic motion and induces onshore motion that suppresses the dense outflow, confining the fluid to the trough mouth and thus preventing eddy formation. This sequence of events explains not only the location and frequency of eddy generation, but also why there are only cyclonic eddies. In such a scenario, the formation of subsurface eddies depends crucially on the strength of the TRW feedback to the dense outflow. When the TRWs are suppressed, either by a background flow opposing the eastward wave energy propagation (Fig. 3(d-f)), or by a steeper slope (Fig. 3(g-i)), eddies are no longer generated.
3.3 Sensitivity to bathymetric slope and along-slope flow

In the preceding subsections we demonstrated that the dense water overflow exhibits three qualitatively different dynamical regimes: the overflow may be approximately steady, may support regular oscillations in the form of TRWs, or may generate coherent subsurface eddies at the trough mouth (see Fig. 3). We now investigate how the overflow transitions between these regimes as we
vary key control parameters, i.e. the topographic slope and the along-slope background flow. We interpret these transitions with the aid of linear TRW theory (Sec. 3.1) and the linear baroclinic instability theory of dense overflows (Swaters 1991).

Fig. 8(a) shows that the oscillation period is highly sensitive to the slope steepness, decreasing by a factor of 6 from ~115 h for $s = 0.02$ to ~20 h for $s > 0.12$. This dependence is closely predicted by the linear TRW theory. Fig. 8(b) shows that the oscillation period increases with increasing background flow (defined positive for eastward flow). Thus including a westward flow, in analogue with the Antarctic Slope Current, shortens the simulated TRW period, as seen earlier in Fig. 3(j).

Fig. 8(c-d) display the dependences of EKE and the amplitude of the westward tracer flux fluctuations on slope steepness and background flow respectively. The tracer flux fluctuations and EKE approximately co-vary, indicating that the dense overflow is modulated by the coupled TRWs and subsurface eddies.
Figure 8. (a) Dependence of oscillation period on slope steepness (with zero background flow). Red stars indicate model diagnostics, and black stars indicate predictions of the linear TRW theory; (b) Dependence of oscillation period on background flow (with slope steepness $s = 1/15$); (c) Dependence of EKE and tracer flux fluctuations on slope steepness. The blue dots indicate depth-integrated EKE across the transect indicated by the green line in Fig. 3(a). The black dots indicate the coefficient of variation (CV, standard deviation / mean value) of the westward tracer flux at the same transect, quantifying the fluctuations of dense overflow transport; (d) Similar to panel (c) but for dependence on background flow, with a constant slope ($s = 1/15$).

Although the simulated TRWs closely adhere to the theoretical dispersion relationship (Fig. 8(a)), a caveat is that we obtain the wavelengths from model diagnostics rather than from an a priori theoretical prediction. According to the dispersion relationship (Equation (1)), it is the wavelength that determines the TRW frequency in specific experiment. Figs. 9(a) and 9(b) show the dependence of the diagnosed TRW wavelength ($\lambda_d$) on the slope steepness and the background flow speed, respectively. As the slope steepness decreases, the wavelength increases first and then remains around 40km for $s \lesssim 1/15$. In contrast, there is no significant trend for varying background flow if we omit the two cases (with eastward background flow) that have large uncertainties. The wavelength might also be expected to be related to the trough width, which introduces an independent lengthscale to the simulated flow. However, a sensitivity experiment shows nearly no changes when the trough width is doubled to 50km (not shown).

The TRW wavelength may be linked to the baroclinic instability of the dense overflow. Linear baroclinic instability theory (Swaters, 1991; Reszka et al., 2002) predicts that the most unstable wavelength is around tens of kilometers over a large parameter range, which is consistent with our model results. In addition, this theory predicts a high-wavenumber cutoff for baroclinic instability, which is expressed in the nondimensional form as

$$k_{max} = \sqrt{2\mu/a + \sqrt{1 + 2\mu/a}}. \quad (7)$$

Here $\mu = \frac{h}{sh}$ is the "interaction parameter" between the dense overflow and the overlying waters, $s$ is the slope steepness, $h$ is the overflow thickness, and $a$ is the overflow half-width.
nondimensionalized by the Rossby deformation radius \( R = NH/f \). We estimate the overflow width on the slope to be \(~10\) km (Fig. 3), and the deformation radius to be \(~6\) km in the overlying water. Since \( k_{\text{max}} \) varies monotonically with \( \mu \) (and thus \( h \)) and the thickness of dense overflow is arbitrary, depending on the isopycnal to define dense water, we take \( h \) to be \( 100\) m and \( 300\) m respectively to estimate \( k_{\text{max}} \). The corresponding dimensional minimum wavelength \( (\lambda_{\text{min}}) \) for baroclinic instability can be expressed as

\[
\lambda_{\text{min}} = \frac{2\pi R}{k_{\text{max}}}.
\] (8)

From Fig. 9, we can see that the diagnosed wavelength is larger than the predicted minimum wavelength cutoff for in almost all simulations, and thus the linear theory predicts that small-amplitude baroclinic waves should grow and generate TRWs in these simulations. For the steepest slopes examined here, the diagnosed TRW wavelength becomes comparable to or smaller than the minimum unstable wavelength, consistent with the suppression of TRWs in the \( s = 2/15 \) simulation. This results partly from the increase of \( \lambda_{\text{min}} \) with \( s \), because steeper slopes result in a decrease in the interaction parameter \( \mu \), and partly because the diagnosed wavelength decreases with \( s \). Our results suggest that the latter results from the wavelength of the growing baroclinic modes being constrained by the width of the continental slope: Fig. 9(a) shows that for slopes greater than approximately \( s = 1/15 \), the diagnosed wavelength approximately tracks the continental slope width. This indicates that as the slope steepens, the range of unstable wavelengths steadily narrows due to the combined influences of the narrowing continental slope and the increasing wavelength cutoff for baroclinic instability.
Figure 9. (a) Dependence of the TRW wavelength on slope steepness (with zero background flow). The red dots indicate the diagnosed TRW wavelength averaged over 6 wave periods. The blue and black pentagon markers indicate the minimum wavelength cutoff for linear baroclinic instability (Swaters, 1991) based on the dense overflow thicknesses of 100m and 300m, respectively. The green line shows the width of the continental slope. (b) Dependence of the TRW wavelength on background flow speed (with slope steepness $s = 1/15$). The error bars indicate the standard deviation.

We also note that the EKE varies dramatically for the cases with slope steepness $s > 1/15$, as does the variability of dense overflow (Fig. 8(c)). For the cases with no background flow, the only externally-imposed energy source is the dense inflow, including its kinetic energy and potential energy. As noted above, steep slopes suppress baroclinic instability and decrease the energy transition to overlying water, thus the EKE is relatively weak. We can also get similar conclusions through interaction parameter ($\mu$), since the interaction parameter decreases as the slope steepens, which indicates weaker interactions between dense overflow and overlying water. The theory of Swaters (1991) predicts that smaller $\mu$ leads to a smaller growth rate, consistent with the reduction in EKE for steeper slopes in Fig. 8(c). Furthermore, the unstable baroclinic modes may be further constrained to occur at shorter wavelengths as the continental slope narrows (Fig. 9a), which would further reduce the linear growth rate (Swaters 1991).

These results can explain the contrasting manifestations of TRWs in the Weddell Sea and Ross
Sea overflow. In the Weddell Sea, the continental slope is less steep, with a slope angle is approximately \( s = \frac{1}{15} \) close to the continental shelf break, which in our experiments permits a strong TRW signal. In contrast, the corresponding slope angle in the Ross Sea is \( s \approx \frac{2}{15} \), which almost entirely suppress the production of TRWs in our model simulations. One exception is mooring EB in the Ross Sea overflow (Fig. 1(c)), which shows weak TRW signals with periods between 30-40h (Fig. 1(d)). This may be because the slope angle at this mooring is less steep \( (s \sim \frac{1}{15}) \), similar to the upper slope in the Weddell Sea.

The background flow primarily influences the EKE and the tracer fluctuations by suppressing (for westward flows) or enhancing (for eastward flows) the eastward energy transport by TRWs (Fig. 8(d)). For strong westward background flow, TRWs will develop further downstream. Since we diagnose the EKE and tracer fluctuations at a fixed downstream section shown in Fig. 3f, these variables change dramatically with varying westward flows.

4. **Conclusion**

Dense overflow oscillations are routinely observed on the continental slope of the southern Weddell Sea and in other oceanic overflows (Darelius et al., 2009, 2015; Spall and Price, 1998; Oshima et al., 2013), but not in the Ross Sea overflow (Ou et al., 2009). In this study, we investigate the dynamical controls of these oscillations with the aid of a process-oriented simulations (Fig. 2), and identify steady, wavy and eddying regimes across a range of along-slope flow and slope steepnesses (Fig. 3 and Fig. 8).

Dense overflows over continental slopes are intrinsically unstable (Swaters, 1991) and thus energize coupled TRWs that oscillate throughout the water column (Section 3.1). If the group velocity (energy) of the TRWs is eastward, the propagation of waves may exert a feedback on the outflow at the trough mouth (Fig. 6). Mechanistically, this feedback occurs because the alternating vorticity anomalies of the TRW reinforce or suppress the outflow and the associated background
cyclonic motion, resulting in cyclonic subsurface eddies that have the same frequency as the TRW (Section 3.2, Fig. 7). These eddies can modulate the dense overflow through pressure forces, producing convergence and divergence via bottom Ekman transport (Lane-Serff and Baines, 1998), and thus increasing the oscillations in the flux of dense water. Eventually the dense overflow is structured as a series of periodic cold eddies, as has been observed in the Weddell Sea (Daae et al., 2019).

In our experiments, we investigate the parameter dependence by changing the slope steepness and the background along-slope flow. A steep slope can almost entirely suppress the production of TRWs and eddies, and instead results in a steady, along-slope, geostrophic dense overflow, as observed in the Ross Sea (Fig. 1(c-d)). In Sec. 3.3 we post that this occurs because the steeper slopes result in an increase in the minimum wavelength that is baroclinically unstable (Swaters 1991), combined with a suppression of longer-wavelength instabilities as the continental slope narrows. Varying the slope steepness also leads to dramatic changes in the EKE and the behavior of the dense overflow. For less steep continental slopes ($s \lesssim 1/15$), the wavelength of the TRWs is relatively insensitive to changes in the model parameters (Fig. 9). In this regime the oscillation period increases relatively rapidly as the slope steepness decreases, in qualitative agreement with the linear baroclinic instability theory (Swaters, 1991). This may explain the longer oscillation periods in the Denmark Strait overflow (2-3 days) (Spall and Price, 1998) and the Faroe Bank Channel overflow (3-6 days) (Darelius et al., 2015), where the slopes are less steep.

Including a background along-slope flow also has significant impact on the oscillation period and the EKE downstream of the dense water outflow. A strong enough westward background flow can suppress the eastward TRW energy propagation, and thus the formation of subsurface eddies. However, our simulations suggest that the westward background flows do not necessarily need to be stronger than the group velocity of TRWs to suppress the eastward energy propagation, e.g. a background flow with the speed of -6 cm/s can suppress the upstream energy propagation efficiently and prevent the formation of eddies (Fig. 3(d)), even though the diagnosed group
velocity is 13 cm/s in our reference case. A plausible explanation for this is that the overall eastward propagation speed of the TRW energy (including advection of the mean flow) must be sufficiently large in order for the energy to reach the trough mouth before it is dissipated by bottom friction.

Previous studies have suggested that formation of coherent eddies may occur directly as a result of baroclinic instability (Swaters, 1991) or vortex stretching (Lane-Serff and Baines, 1998). However, the linear baroclinic instability theory predicts the formation of cyclonic eddies on the downslope side of the plume (Swaters 1991; Jungclaus et al., 2001), which is not consistent with observations and our model results. Although it is difficult to reconcile with the linear theory, the energy in the eddies is largely or entirely sourced from baroclinic energy release (Fig. 4(c-d)), depending on whether a background flow is imposed. We can also discard vortex stretching mechanism as a trigger for coherent eddy formation, because there is no eddy formation without the modulation of TRWs (Fig. 3(d-i)), even if the outflow-induced background cyclonic motions still occur at the trough mouth. However, we cannot exclude vortex stretching as a contributing factor in the formation of subsurface eddies, because the TRW-induced eddy formation may be accompanied by water column stretching, and because stretching favors cyclonic vorticity generation. Therefore, while baroclinic instability and vortex stretching should not be neglected, our results indicate that TRWs play a fundamental role in the genesis of coherent eddies in the dense water outflow.

Finally, we note that our simulations are rather idealized to simplify the dynamical analysis. We do not include tidal forcing, which is typically strong in the Weddell Sea and the Ross Sea, and potentially influences the hydrography and dynamics there (Semper and Darelius, 2017; Padman et al., 2009; Daae et al., 2019). The coastal wall in our model setup, which is not present in real Antarctic overflows, may also influence the properties of TRWs. However, based on the theory of Swaters (1991), the onshore boundary does not change the properties of TRWs significantly as long as the distance between the overflow and the onshore boundary is finite. In addition, the results in this study are qualitatively consistent with other previous studies with no coastal wall, e.g. the
period of TRWs increase as the slope steepness decrease, and the wavelengths of the TRWs are consistently around 50km (Marques et al., 2014). This suggests that the presence of the coastal wall does not substantially influence the results of our experiments. Another idealization is the initialization of the simulations with stratification based on summer measurements that exhibit a strong pycnocline. In nature the pycnocline is eroded in winter time, which will shift the dispersion curve (Semper and Darelius, 2017) and change the properties of TRWs generated by dense overflow. We also use linear slopes, which may limit the range of TRW modes that occur over the continental slope. In contrast, *in situ* observations have revealed three primary oscillation frequencies in the southern Weddell Sea, concentrated on the upper, middle and lower slopes respectively, each of which have different slope steepnesses (Darelius et al., 2009).

In summary, this study characterizes the different dynamical regimes that may occur in dense water overflows on continental slopes, quantifies the transitions between these regimes as the topographic slope and background flow vary, and offers insights into the mechanisms of coherent eddy generation and TRW suppression. However, explicit predictive theories for the amplitudes of the eddies and TRWs are still lacking, and the roles of these processes in producing the rectified downslope transport of dense water are still in need of further investigation. As a final note, we point out that although the subsurface eddies manifest unambiguously in our simulations, detecting their structure in the field is challenging and warrants attention in future observational campaigns.
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